


unbalanced traffic overhead. To answer this question, we
further take a look into the link behavior.

Fig. 7 shows the observation on two typical links. We find
that the link loss rate fluctuates with time and it seems
independent from the traffic load. An immediate guess is
that such link dynamics may come from the environmental
dynamics. Recall that our system is indeed deployed in the
wild. To further explore the link loss fluctuation, we adjust
the transmission power of the nodes. Intuitively, as the
transmission power is increased, the received signal
strength will be strengthened and the link PRR will be
improved. The level of transmission power is set at 8, 15, 21,
and 31 (Traces No. 9-12), respectively. In CC2420, they
correspond to the sending power of slightly above � 15dBm,
� 7 dBm, around � 4 dBm, and near 0 dBm. More results on
the impact of power setting to delay performance can be
found in Appendix J, which is available in the online
supplemental material.

With such observations we have to carefully reconsider
the way we used to view the wireless links in sensor
networks. Are they inherently unpredictable with fluctuat-
ing quality? If so, are the link fluctuations due to the
unpredictable environmental dynamics? Otherwise, assum-
ing the wireless links as indeed good medium for data
communications, do the current designs and protocols
simply fail to make the best use of them?

6 WHO MOVED OUR CHEESE?
As we have experienced from our basic observations, the
network cannot unlimitedly scale due to the physical
resource constraint. In this section, we summarize from
our basic observations and try to explore the major reasons
that limit the system scale. What is the dominant resource
that is at the first depleted when the network workload
scales? Are such resource balanced used? Where are the
places of resource depletion that bottleneck the entire
network? How should existing protocols be improved to
adapt to large-scale sensor network characteristics? With
those questions, we proactively look into our data trace and
conduct a new set of experiments.

6.1 The Last Straw that Breaks the Camel’s Back
As previously shown in Section 5, when the size of the
network scales and the traffic load increases, the overall
system performance drops, especially after the scale
exceeds a limit.

Differing previous studies, our measurement results
suggest that the “hot area” problem around the sink does
not seem to play a major role in degrading the performance

of our system. Instead, we observe a set of critical nodes
that are distributed across the network, receiving exces-
sively high-traffic input, with fluctuating link loss rate, and
accounting for a large portion of packet drops. Current
routing protocols do not emphasize on those cases. As a
result, the routing structure may overreacts to path
dynamics, leading the network traffic concentrating from
one area to another, creating “hot” spots from time to time.
Meanwhile, some nodes may reside at an important
position, absorbing a large amount of traffic. For example,
nodes near the ridge need to relay traffic for nodes from one
side to the other. This should be the same for different
network densities. We need to complement current dy-
namic routing protocols, like CTP used in our settings, to
successfully handle those cases in time.

We examine the ETX value stored in each sensor node
for routing selection and compare it with the real path
quality we measure from the packet delivery, including the
PDR and the end-to-end delay along the path. We use
Pearson product-moment correlation coefficient to measure
the correlation between the ETX value used for routing
selection and the path PDR and end-to-end delay that
reflects the real performance of the selected routing path.
Fig. 8 depicts the CDF of the correlation coefficient. We
find that the coefficient almost exhibits a random effect
between � 1 and 1, indicating that the ETX indicator hardly
reflects the real path quality for most of the time in the
large-scale network. This is because there are retransmis-
sions for each hop and even when the ETX is large, the
PDR can still be high.

In particular, besides ETX, most currently used link-
based path indicators like RSSI or LQI aggregate, focus
more on the quality of data transmissions on the links, but
overlook the quality of data forwarding inside the nodes. In
Fig. 9, we post a 20 hour statistics on the data forwarding
behaviors of a particular node (node 225). In the first half, it
gives a satisfactory performance, forwarding almost all of
the input data packets successfully. At some intermediate
time spot around 10 hours, this node happens to drop all
the input data packets while still successfully sending its
own data packet out. This weird behavior may relate to a
program bug that leads to locked memory of the forward-
ing queue in CTP with special concurrent operations. The
real problem is that, even when such a node drops all
incoming data packets it receives, it is still consistently
selected as the parent in the routing tables of many nodes
for the rest of time. Such a phenomenon is largely due to the
fact that the ETX indicator does not reflect the data drops
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Fig. 7. The traffic and PRR on two typical links. Fig. 8. The Pearson Correlation between (a) ETX and PDR on the path,
and (b) ETX measure and packet delivery deday.
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